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1. Introduction

Abstract. Column generation and branch-and-price are leading methods for large-scale
exact optimization. Column generation iterates between solving a master problem
and a pricing problem. The master problem is a linear program, which can be solved
using a generic solver. The pricing problem is highly dependent on the application but
is usually discrete. Due to the difficulty of discrete optimization, high-performance
column generation often relies on a custom pricing algorithm built specifically to
exploit the problem’s structure. This bespoke nature of the pricing solver prevents
the reuse of components for other applications. We show that domain-independent
dynamic programming, a software package for modeling and solving arbitrary dynamic
programs, can be used as a generic pricing solver. We develop basic implementations
of branch-and-price with pricing by domain-independent dynamic programming and
show that they outperform a world-leading solver on static mixed integer programming

formulations for seven problem classes.
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Mixed-integer programs (MIPs) with a large number of variables are computationally difficult to
construct, let alone solve. Branch-and-price and column generation are two related methods for
overcoming this difficulty. Instead of enumerating all variables in advance, column generation loops
between solving a restricted master problem and a pricing problem (e.g., Liibbecke and Desrosiers
2005). The restricted master problem contains only a subset of the variables. This set is iteratively
expanded by solving the pricing problem. At termination, the subset is still substantially smaller than

the full set but is sufficient to prove optimality or infeasibility. To obtain integer solutions, column
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generation is embedded in a branch-and-bound tree search, where the linear relaxation of each node
is solved using column generation. This process is called branch-and-price.

The pricing problem is often application-specific. Although it can be modeled as a MIP and
solved using a black-box software package such as Gurobi (Gurobi Optimization, LLC 2024) or
CPLEX (IBM 2024), generic solvers are usually too slow for this purpose. High-performance
branch-and-price codes rely on custom pricing solvers that exploit the problem’s structure.

In many applications, the pricing problem reduces to a variant of the shortest path problem (Irnich
and Desaulniers 2005), which can be solved effectively using dynamic programming (DP) (Bellman
1957). However, these techniques are typically tailored to problem-specific assumptions, limiting
reuse and making generic column generation frameworks rare.

Domain-independent dynamic programming (DIDP) is a software package for modeling DP
problems and offers a suite of generic search algorithms (Kuroiwa and Beck 2023a, 2025a). Its
flexibility enables rapid prototyping of different pricing models and algorithms. This paper shows
that straightforward branch-and-price implementations backed by DIDP pricing can outperform
Gurobi, a state-of-the-art black-box MIP solver, on multiple problem classes.

The contributions of this paper are:

1. Four new features in DIDP for modeling and solving pricing problems, including a generic
labeling algorithm.

2. Declarative DIDP models for pricing in seven problem classes and basic branch-and-price
implementations built on them.

3. The first application of branch-and-price to the cumulative vehicle routing problem with time
windows (CumVRPTW) (Fernandez Gil et al. 2020, Corona-Gutiérrez et al. 2022).

4. Experimental results showing that these implementations can outperform Gurobi, a world-
leading black-box MIP solver.

The remainder of this paper is structured as follows. Section 2 reviews column generation and
DIDP. Section 3 surveys related work. Section 4 introduces the new features of DIDP. Section 5
reports experimental results. Section 6 concludes this paper. The formulations can be found in the

appendix.

2. Background

This section describes column generation and the solving methodology in DIDP.
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2.1. Column Generation
Many combinatorial optimization problems can be modeled as a MIP that selects a subset of
combinatorial objects (e.g., routes, paths, schedules, cutting patterns, etc.) under compatibility
constraints. Every object is represented by a variable, so the number of variables grows exponentially
with the instance size, making full enumeration impractical. Branch-and-price and column generation
address this issue by considering only a small subset of variables and proving that this subset is
sufficient to guarantee optimality or infeasibility.

Let X be the set of all combinatorial objects, indexed 1, ...,n where n = |X|. Define the integer

master problem as:
min c¢'A

(IMP) st. Al>b,

AeZf,

where c € Q", A € Q"™", b € Q™. Its linear relaxation, called the master problem, is:
min c¢'A
(MP) st. Ad>D,
AeR].
Despite being a linear program, (MP) remains intractable because # is large. Instead, we solve a

restricted problem with far fewer variables. For some n” < n, define the restricted master problem

as:
min ¢
(RMP) st. A'A>b, (D)
A eRY,
where I’ = (A1,...,4,) € Rﬁ' is a subset of the variables and ¢’, A" are the corresponding submatrices.

Column generation solves (RMP), adds improving variables and repeats until no improving variables
remain.
Let 7 € R” be the dual variables of Constraint (1). Given an optimal primal-dual solution (1, 7)

to (RMP), the reduced cost of any variable A;, j € {1,...,n}, is
C_j = CJ' - AT]ﬁ'

At optimality, the variables present in (RMP) satisfy ¢; > 0. Any variable outside (RMP) (i.e.,

Je€{n'+1,...,n}) with ¢; <0 can improve the objective when added.
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Explicitly scanning j =n’+1,...,n is impractical because ¢ and A are too large to construct.
Instead, we define an oracle, called the pricing problem, that searches a j € {n’ +1,...,n} with
¢; <0. Assume that every x € X has a vector representation (x!,...,x*) € ZF subject to internal

feasibility constraints Dx > e. Formally, X = {x € Z* : Dx > e}. The pricing problem is:

min
(PP) /
S.t. x]' cX.

If (PP) finds ¢; < 0, we add the corresponding variable to (RMP) and reoptimize. The process stops
when (PP) proves there is no negative reduced cost column, which certifies that the current (RMP)
solution is also optimal for (MP).

Column generation can only solve linear programs and must be embedded in a branch-and-bound
tree search to solve MIPs. This embedding is called branch-and-price. In branch-and-price, branching
rules must be designed so that the pricing problem respects the branching decisions. Branching rules
are problem-specific, so a full review is beyond the scope of this paper.

While (PP) can be solved by problem-agnostic MIP solvers, specialized pricing solvers typically
perform substantially better because they can exploit problem structure. In practice, X often defines
a shortest path problem, which admits fast specialized algorithms. Building a competitive generic
solver based on column generation for arbitrary MIP problems requires both the ability to recognize
the problem structure X and the availability of a specialized algorithm to exploit this structure,
making such a solver elusive. Rather than pursuing full generality, we provide modeling tools and
a library of pre-built DP algorithms, enabling users to easily prototype different instantiations of

branch-and-price. Promising results can then motivate bespoke pricing implementations.

2.2. Dynamic Programming

Many pricing problems are naturally solved by dynamic programming (DP). DP characterizes the
problem via states and transitions, with costs or profits on transitions; an optimal policy solves the
associated Bellman recursion.

As arunning example, consider the shortest path problem with resource constraints (SPPRC) (Irnich
and Desaulniers 2005), here instantiated as a VRPTW pricing problem with capacity and time-
window resources and an elementary (no-revisit) constraint. Let (N, A) be a directed graph with
nodes N ={0,...,n+1} (source 0, sink n+1) and arcs A C{N XN :i# j,i<n+1,j>0}. Each
customer i has load /; > 0, release time a; > 0, due time b; > 0, and service duration s; > 0; each

arc (i, j) has distance d; ; > 0 and travel cost ¢; ;. The goal is an elementary path from O to n+1 of
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minimum total travel cost such that cumulative load never exceeds capacity Q and each visit respects
[a[a bl] .
Let V(R,i, q,t) be the minimum cost from node i to n+ 1 when the unvisited setis R C {1, ...,n},
current load is ¢, and time is 7. The Bellman equation is:
0 ifi=n+1
V(R,i,q,t)=
cij+V(R\{j}.j.q+1;,¢'(j)) otherwise
2)

min
JERU{n+1}:(i,j) €ANG+H j SQAt+si+d; j<b;

where #'(j) = max {t +si+d; j, aj}. The optimal objective value is V({1,--- ,n},0,0,0).

2.3. Domain-Independent Dynamic Programming

Domain-independent dynamic programming (DIDP) is a generic solver framework for DP. Previous
work developed Dynamic Programming Description Language (DyPDL) (Kuroiwa and Beck 2023a,
2025a), a declarative modeling formalism for DIDP. In DyPDL, a DP model is defined by state
variables, transitions, base cases, and state constraints.

A state variable has a type, either numeric, element, or set. A numeric variable takes a value in Q,
an element variable in Z;, and a set variable in 2% A state is represented by full value assignments
to the state variables, and we denote the value of a state variable x in state S by S[x]. For our
example in Equation (2), R, j, ¢, and ¢ can be modeled as state variables in DyPDL, and R is a set
variable, j is an element variable, and g and ¢ are numeric variables. An expression e is a function
that returns a value e(S) given a state S, built from predefined operations on state variables. In
particular, a numeric expression returns a value in Q, an element expression returns a value in Z*, a
set expression returns a value in 2%, and a condition returns a Boolean value in (L, T), where L/T
represents that the condition is unsatisfied/satisfied. When a condition c is satisfied by state S, i.e.,
c(S) =T, we denote it by S = c.

A transition defines the change of a state by making a decision. For each state variable, an
expression e with the corresponding type defines the updated value e(S) after the transition is
applied. In addition, each transition has preconditions, conditions that must be satisfied by a state for
the transition to be applied. The transition is applicable in state S if for each precondition ¢, S | c.
In our example in Equation (2), visiting node j corresponds to a transition in DyPDL that updates
RtoR\{j},itoj,qtog+I;,and ¢t to #'(j). This transition has preconditions j € RU {n + 1},
(i,j)eA, q+1; <Q,and t+s;+d; j < b;.
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A base case defines conditions that a state must satisfy for termination. In other words, no more
transitions are applied when a state satisfies such conditions. A state satisfying a base case is called
a base state. For our example in Equation (2), a base case is defined by a conditioni=n+1.

A state constraint defines conditions that must be satisfied by all states. For our example in
Equation (2), we do not have particular state constraints.

In addition to the above components, a special state called the farget state is defined in DyPDL. A
solution for a DyPDL model is a sequence of transitions that transforms the target state into a base
state. We give a more formal definition in what follows. Let the target state be S° and 77(S) be a
set of applicable transitions in a state S. For a transition 7 € 7 (S), let S[[7]] be a state where the
value of each state variable is updated from S according to 7. A solution is a sequence of transitions
(T1, ..., Ty) such that 7; € 7 (S™!) and §' = S ! [[1;]] fori =1,...,n, S’ satisfies all state constraints
fori=0,...,n, and S" satisfies a base case. Analogously, we define an S-solution, a sequence of
applicable transitions that transforms a state S into a base state.

For simplicity, we focus on a subset of the DyPDL formalism, where the objective value of a
solution is defined by the weight function w of a state associated with each transition 7. In addition,
we consider the weight function v, which maps a base state S to its objective value v(S). Given a
solution (71, ..., 7,) with §' = S™![[7;]] fori=1,...,n, its objective value is Y7, wy, (S71) +v (S").
The objective value of an S-solution is defined analogously. An optimal solution minimizes the
objective value. We note that our approach can be easily extended to maximization and the case
where the weights are combined by binary operators such as multiplication, min, and max by
following previous work (Kuroiwa and Beck 2025a). The optimal objective value can be represented

by the following Bellman equation:

compute V(5°)
00 if S violates a state constraint
(DIDP)
V(S)=14v(S) if S is a base state

mingeq(s) W (S) +V(S[[7]]) otherwise.

The first line declares that the optimal objective value for the problem is V(S?), the value of the
target state. The first case of the equation defines V(§) = oo if any state constraint is violated. The
second case defines the value of a base state. The third case recursively defines the optimal objective

value for an S-solution using transitions. Here, we assume that the third case equals oo if 7(S) = 0.
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In DyPDL, redundant information implied by other parts of the DP model can be explicitly
defined. Such information is analogous to valid inequalities in a MIP model and can potentially be
useful for a solver. DyPDL provides two specific features solely for redundant information: resource
variables and dual bound functions.

In problem-specific DP algorithms, state dominance is sometimes exploited, where one state is
known to be superior to another. For our example in Equation (2), a state (R,i,q1,t;) leads to a
better or equal solution than a state (R, 1, g2,1) if g1 < g2 and ¢; < t,. In DyPDL, to represent state
dominance, a numeric variable or an element variable can be declared as a resource variable with a
preference for less or greater. Given two states S and S, S is preferred over S” if S[r] < §’[r] for each
resource variable r that prefers less, S[r] > S’[r] for each resource variable r that prefers greater,
and S[x] = §’[x] for each non-resource variable x. When S is preferred to S’, a solver assumes that
for each S’-solution, there exists an S-solution that has an equal or better objective value with an

equal or shorter number of transitions. Using the value function for minimization,
V(S) <V(§) if S is preferred to S’.
A dual bound function 7 returns a lower bound 7(S) on the optimal value of a state S, i.e.,
V(S) = n(S).

In DyPDL, a dual bound function is described by an expression, similar to other components. For
our example in Equation (2), since the travel cost of an arc can be negative, we can use a dual bound
function that only considers the negative incoming arc for each node. Using the minimum incoming

arc cost cijn =min jyeq ck; for node j,

V(R,i,q,1) > Z min {cij“,O} . 3)
jERU{n+1}

2.4. State-Space Search Algorithms in Artificial Intelligence
In the field of artificial intelligence (Al), a range of state-space search algorithms has been developed
for solving problems such as planning and combinatorial optimization problems (Russell and
Norvig 2020), often in parallel and with little communication with the mathematical optimization
community.

State-space search algorithms are a class of recursive algorithms for exploring a state transition

graph in which vertices represent subproblems (states) and edges represent decisions (transitions).
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Conceptually, state-space search algorithms recursively explore the state space until finding a
goal state, in which case the path to the state is a solution. This recursion naturally makes them
suited for solving DP problems. Two successful state-space search algorithms implemented in
DIDP are cost-algebraic A* solver for DyPDL (CAASDy) and complete anytime beam search
(CABS) (Kuroiwa and Beck 2023a,b, 2025a).

CAASDy is based on A* (Hart et al. 1968), a highly successful generalization of Dijkstra’s
shortest path algorithm (Dijkstra 1959). In A*, each state S is assigned a cost g(5), representing
the cost to reach S from an initial state S. The A* algorithm requires the definition of a heuristic
function A (S) that estimates the cost to-go to reach any base state (i.e., a feasible solution) from state
S. The total estimated cost of a state S is then f(S) =g(S) + h(S), comprising the cost-so-far g(5)
and the cost to-go /(S). A* maintains a priority queue of states ordered by f(S), called the open
list, and expands states in order of increasing f-value. If the heuristic function A(S) is admissible
(i.e., never overestimates the true cost) and all state transitions have non-negative cost, A* is both
complete and optimal, guaranteeing that the first solution found is a least-cost path. The effectiveness
of A* depends on the quality of the heuristic, which guides the search toward promising regions of
the state space and can dramatically reduce the number of states explored. Dijkstra’s algorithm is a
special case of A* when all state transitions have non-negative cost and 4(S) =0 for all states S.

CAASDy uses the dual bound function 7 as an admissible heuristic function 4 as it underestimates
the optimal path cost. In addition, it uses state dominance defined by resource variables for pruning
states. CAASDy also allows more general cost structures that can be represented in DyPDL, based
on the cost-algebraic heuristic search framework (Edelkamp et al. 2005). For example, maximization
is supported in addition to minimization, cost functions can be combined using operators other than
addition, such as multiplication, min, and max, and negative transition costs are allowed.

CABS (Zhang 1998) is based on beam search, an incomplete breadth-first search algorithm that
explores only a few of the most promising states at each depth, called the beam. At every iteration,
it generates the successor states of all states currently in the priority queue. It then inserts only a
subset of the successors into the priority queue for exploration in the next iteration and discards
others. In the implementation by Kuroiwa and Beck (2023b, 2025a), CABS select the k states with
lowest f-values, and the parameter k is called the beam width. Because it discards states, beam
search is incomplete.

CABS guarantees completeness and provides solutions of increasing quality over time by

repeatedly running beam search in the inner loop while increasing the beam width in the outer loop
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until search space is exhausted. Note that whenever the beam width is increased, the beam search in
the inner loop will repeat states explored in the previous iteration. CABS is anytime (it can return
the best solution found so far if requested to terminate) and it is complete (it will eventually find an
optimal solution given sufficient time). Similar to CAASDy, the CABS solver in DIDP also uses the

dual bound function as a heuristic function and state dominance for pruning.

3. Literature Review

Achieving high-performance column generation requires identifying exploitable structure in the
pricing problem and implementing a matching specialized algorithm to exploit this structure. This
difficult task is the reason that generic column generation solvers remain uncommon. Nevertheless,
there are a few attempts at automatic column generation.

Dantzig-Wolfe decomposition is a method for reformulating a compact model (often polynomial
number of variables in the instance size) into an extended model with many more variables (often
exponential) (Liibbecke and Desrosiers 2005). The reformulation attains a dual bound no weaker
than the original and sometimes significantly stronger (e.g., Letchford and Salazar-Gonzalez 2006),
resulting in much faster solve times despite being significantly larger. GCG is an open-source
academic solver that analyzes a given MIP model to obtain a Dantzig-Wolfe reformulation and then
solves both the reformulation and the original model side-by-side (Gamrath and Liibbecke 2010).
The reformulation may provide a stronger dual bound but the original model is easier for defining
cutting planes, branching rules, etc. because these additions do not affect the pricing problem (i.e.,
they are robust (de Aragao and Uchoa 2003, Fukasawa et al. 2006)). Additionally, GCG can take
the matrix structure as input, which assists in choosing a subset of variables and constraints for the
Dantzig-Wolfe reformulation.

While GCG implements custom pricing solvers in private development versions, they are not
publicly available, presumably because they require sophisticated detectors for analyzing the structure
of the matrix to determine whether it contains blocks representing structured subproblems for which
it has a specialized solver. Therefore, GCG can be considered to solve both the integer master
problem and the pricing problem using SCIP, an academic MIP solver (Achterberg et al. 2008).
Without the use of bespoke pricing solvers, GCG often performs poorly. Nevertheless, it serves as
an important proof-of-concept showing that automatic Dantzig-Wolfe reformulation is theoretically
and technically possible.

VRPSolver is a non-commercial and proprietary branch-and-price code for solving limited

variations of vehicle routing problems (Pessoa et al. 2020). It contains specialized pricers tailored
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to the resource-constrained shortest path pricing problems in vehicle routing. Users can model
vehicle routing problems within the limitations of its library. However, details are limited because
the code is closed-source. In any case, VRPSolver can only solve vehicle routing problems and
related problems such as bin packing.

The field thus far lacks a generic but performant solver that fully automates Dantzig-Wolfe
reformulation and column generation. This paper does not attempt to address this issue, but rather,
makes it easier for researchers to manually prototype different pricing problems that arise from
different Dantzig-Wolfe reformulations and solve them easily using a library of pre-built search
algorithms. Should experimental results show that a basic branch-and-price solver based on a
black-box dynamic programming pricer is competitive with static MIP models, then that evidence

can justify developing a bespoke pricing algorithm.

4. Updates to DIDP

This section introduces four new features of DIDP for modeling and solving search problems

commonly seen in the pricing problem of column generation.

4.1. Filter Operation
For our example in Equation (2), a state is represented by a set of unvisited nodes R, the current
node i, the current load ¢, and the current time ¢. While we update R to R\ {j} when j is visited,
we can also remove a node k € R that can no longer be visited by its due time b from R. Let d;’f’ k
be the shortest travel time from node j to node k, which can be precomputed. Since we arrive
at j at time #'(j) =max {t+s; +d; ; }, if ' (j) +5; + d; , > by, then node k cannot be visited after
visiting j from the current state. In addition, k£ cannot be visited after j if it results in overload, i.e.,
g+1;+I; > Q. Thus, R is updated to R'(j) = {k ER\{j} () +5j+d", <biAg+l+]y < Q}.
In the current DyPDL, the change of a state variable by a transition is described by expressions
built from predefined operations on state variables. Existing solvers maintain expression tree data
structures and evaluate them during solving. For set expressions, set operations such as union,
intersection, and difference are implemented. In addition, an ‘if-then-else’ operation is available,
which evaluates to one of two expressions depending on the evaluation result of a condition. )sing
these operations, R’(j) can be implemented by repeatedly removing a singleton or empty set defined
by a set expression ‘if k € R A (#'(j) +5; +d;f’k >brVg+lj+I;> Q) then {k} else 0’ for each
k=1,...,n. However, such an implementation complicates the model code. Furthermore, it results

in an expression tree whose depth is proportional to n, which is slow to evaluate in practice.
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For ease of modeling and efficiency, we introduce a filter operation, a set expression that returns a
subset of a given set whose elements satisfy a specified condition. With our interface, a user specifies a
filter operation by two components: a set expression X and a parameterized condition c(x), a function
that returns a condition given a parameter x. The parameter x is a placeholder and is replaced with each
element of a set X (S) when evaluated, given a state S, and an element i € X (S) is removed if S |~ ¢(i).
In other words, the filter operation represents an expression that returns {x € X(S) : S Ec(x)}
given a state S. For our example, R'(j) ={R\{j}:¢'(j) +s; +d;f’k <biANq+lj+I; <Q} canbe
represented by a filter operation defined by a set expression R \ {j} and a parameterized condition

1'(j)+s; +d;7’k <bpANg+l;+I; <Q, where k is the parameter.

4.2. Set Resource Variables

In the current DyPDL, only numeric and element variables can be resource variables to define state
dominance. However, in pricing problems, state dominance is sometimes defined by a set variable.
For our example in Equation (2), we could define state dominance where state (R1,7,q1,;) is better
than or as good as (R»,1,q2,12) if Ro C Ry, g1 < g2, and t; < t, since having more candidate nodes
to visit potentially leads to a shorter path.

We introduce set resource variables: a state S is preferred to another state S’ only if the value of a set
variable in S is a subset or superset of that in $’. Similarly to numeric and element resource variables,
the preference, less or greater, specifies whether a subset or superset is better. When less/greater is
specified for a set resource variable X, S is preferred to S” only if S[X] C §’'[X]/S'[X] € S[X].

A set resource variable can be mimicked by defining a set of numeric or element resource variables,
whose values take either O or 1. However, our set resource variable implementation uses a bitset to

represent a set, which is computationally more efficient.

4.3. Fractional Knapsack Expression

For our example in Equation (2), we presented a dual bound function considering the minimum
incoming arc cost ci; =min j)es Ck,j for each node j in Example 3. We can also take the current
load ¢ and the capacity Q into consideration when computing a dual bound. By visiting node j, we
increase the load by /; and the cost by at least ci;‘. Given a state (R,1,q,1),

V(R,i,q,l) > min e, 4)
(Roivq.D) Jgﬂ:q+2j€jljSQjer /

This dual bound can be viewed as the negation of the optimal cost of the 0-1 knapsack problem,

which is to maximize the total profit of items packed into a knapsack with a fixed capacity. In
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particular, the knapsack has the capacity Q — ¢, and each node j € R with ci}l < 0 corresponds to an
item with the profit —cij?l and weight /;. We argue that a similar substructure is common in pricing
problems when a subset of elements with the negative reduced costs needs to be selected under a
resource constraint.

Since the 0-1 knapsack problem is NP-hard (Karp 1972), computing the right-hand side of
Inequality (4) is also NP-hard. Recent work has reported that the Dantzig bound (Dantzig 1957),
a polynomial-time upper bound on the optimal objective value for the 0-1 knapsack problem, is
useful as the dual bound function for DIDP (Kuroiwa and Beck 2025b). Given the capacity C and a
set of items N with weight w; > 0 and the profit p; > 0 for each j € N, the Dantzig bound can be
computed as follows. First, the items are sorted in a descending order of i—j Second, the items are
included in the knapsack in sorted order as long as the total weight does not exceed the capacity C,
and let 7 be the set of such items. When the current item j has the weight w; larger than C - ;.7 w;,
it is fractionally included with the profit i—; (C — Yier wi). In other words, the optimal objective
value is upper bounded by % (C—Yier Wi) + Dier Di-

With expressions in the current DyPDL, efficiently modeling the Dantzig bound is dif-

ficult due to its algorithmic nature. Therefore, we introduce a new expression, called

the fractional knapsack expression, dedicated to the Dantzig bound. We denote it by

.....

..........

represents the Dantzig bound for the 0-1 knapsack problem, where given a state S, the set of items is
X(S§), the capacity of the knapsack is C(S), and each item x € X (S) has the profit p, and the weight
wy. For our example, we represent the dual bound function as follows:

j ’

V(R.i,q,1) > —fractional_knapsack (R, 0-q, (min {—ci“ O})j:1 ..... g ) jeron]- ®
4.4. Generic Labeling Solver
Labeling algorithms are commonly used for solving pricing problems such as SPPRC (Irnich and
Desaulniers 2005, Pugliese and Guerriero 2013). In such an algorithm, for each node i in a graph,
cumulative resource consumption by a path from the source node to i is represented as a label. A
single node i can have multiple labels when there are multiple paths from the source node to i with

different resource consumptions. Therefore, a labeling algorithm maintains a set of labels for each

node.
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In our example pricing problem for VRPTW, we consider SPPRC in a graph (N, A), where N
is the set of nodes and (A is the set of arcs. A label is a 4-tuple (R, g,t,g), where R is the set of
reachable nodes, ¢ is the cumulative load, ¢ is the time spent so far, and g is the path cost. Initially,
the source node 0 has a label (N \ {0,n+1},0,0,0) corresponding to an empty path. When a node i
has alabel (R, q,t,g), foreachnode j e RU{n+1} with (i, j) € A, q+1; <Q,and t+s;+d;; < b,
we can generate a new label (R'(j),q +1;, max{t+s;+d;;,a;},g+c;;), corresponding to extending
the path. A labeling algorithm repeatedly generates labels to find a resource-feasible shortest path
from the source node to the sink node. The order in which nodes and labels are selected for treatment
depends on concrete algorithms. To reduce computational effort, a labeling algorithm typically
prunes labels based on dominance; given two labels for the same node, one can be removed if
another is known to be better or equal. In our example, a label (R, g1,71,g1) dominates another
label (R, q2,12,82) if Ro CR1, q1 < g2, 11 <1, and g; < g, and thus the algorithm may discard
the latter without loss of optimality.

A labeling algorithm is similar to the Al-style state-space search, already employed in DIDP.
State dominance defined by resource variables in DIDP is analogous to dominance between labels
and is already exploited by the existing solvers, such as CAASDy and CABS. A state transition
can be viewed as generating a new label from an existing label. The practical difference between
labeling algorithms and the existing DIDP solvers is in the order in which a label (or a state in DIDP)
is selected. If an algorithm detects that label / is dominated by another label [” after treating /, it
has done useless work since / could have been discarded without treatment. To reduce such useless
work, labeling algorithms typically prioritize labels with better resource consumption by using a
lexicographic order (Pugliese and Guerriero 2013). Under some conditions, such approaches have a
theoretical guarantee that a treated label will not be discarded later and are described as label setting.
In contrast, CAASDy and CABS select states based on the f-values and do not consider resource
variables. Therefore, in this paper, we propose a generic labeling solver for DIDP, which searches
states in a lexicographic order of resource variables. We note that our algorithm is not guaranteed to
be a label setting algorithm in general.

Our solver is built on top of the anytime heuristic search framework of DIDP proposed in previous
work (Kuroiwa and Beck 2023b, 2025a). In that framework, states to be searched are maintained in
a priority queue called an open list. In each iteration, one state is selected and removed from the

open list, and its successor states are generated by applying transitions and then inserted into the
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Algorithm 1 Generic labeling solver for a DyPDL model. The target state is denoted by S and the
dual bound function by 7.

1: if SO }£ C then return 0 > Check the state constraints.
20 20,y o0 > Initialize solutions.
3 (8% «— (), g(5% <0 > Initialize the g-value.
4 0 —{S%, G {59} > Initialize the open list.

5. while O # 0 do

6: Let S € O be the lexicographically minimum state

7: 0O —0\{S} > Remove the state.
8: if S is a base state and g(S) +v(S) <7y then

9: y—g(S)+v(S) > Update the best solution cost.
10: O—{5€0:g(8)+n(S) <y} > Prune states in the open list.
11 X—XU{c(S)} > Add the new best solution.
12: else
13: for all T € 7(S) : S[[7]] satisfies all state constraints do
14: Geurrent < &(S) +w(S) > Compute the g-value.
15: if AS’ € G such that S[[7]] is preferred to S” and geurrent > g(S’) then
16: G — {8 € G : S isnot preferred to S” V geurrent(S) < g(S8")}

17: if geurrent +7(S[[7]]) <7 then

18: o (S[rll) « (o (8);7), g(SI7I) < &eurrent

19: G —GU{S[[7]]}, 0 —O0U{S[[T]]} > Insert the successor state.
20: return X > Return solutions.

open list if they are not dominated by existing states. Each concrete algorithm differs in selecting the
state to remove from the open list.

We present pseudocode for the generic labeling algorithm for a DyPDL model in Algorithm 1.
Except for line 6, the algorithm and implementation details follow the existing solvers. To emphasize
that the algorithm returns multiple solutions, we write X to explicitly denote a set of solutions found.
The set X is initialized as an empty set (line 2). When the target state violates state constraints,
we immediately return an empty set and terminate (line 1). We maintain the current best solution
cost y, initialized with co (line 2). For each state S, we record the best sequence of transitions to

reach it, o (S), and the g-value g(S), corresponding to the accumulated transition weight. Given
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o(S)=(11,...,Ty), we have g(5) = 27" wo, (S71) where §' = S [[7;]] fori=1,...,m. For the
target state S, the path is empty, and the g-value is 0. The set G stores all generated states, and the
open list O stores states to be searched, both of which initially contain only the target state (line 4).
The algorithm proves optimality (or infeasibility) when the open list becomes empty (line 5) and
returns the set of solutions found.

In each step, the lexicographically minimum state S is removed from the open list (lines 6 and
7). States are lexicographically ordered based on the values of resource variables. Given resource
variables r1,...,r,, a state S is lexicographically smaller than S’ if there exists 1 <i < n’ such that
S[rj]=8"[r;] for 1 < j <i, S[r;] # S'[r;], and S[r;] is preferred to S’[r;]. In our implementation,
we compare element resource variables, numeric resource variables, and set resource variables in
order. Resource variables of the same type are compared in order of definition. When all resource
variables have the same values, we break ties by the g-value, and then the dual bound value, where
smaller is preferred.

If S is a base state, then o (S) is a solution, and the best solution cost % is updated if o (S) is
better (lines 8-9). In addition, all states S” € O with g(S§”) +n(S”) >y are removed from the open
list since they cannot lead to a better solution (line 10). Since 7(S) is a lower bound on the solution
cost starting from S, g(S) +n(S) is a lower bound on the solution cost extending the sequence of
transitions o (S). If this value is equal to or worse than the current solution cost, the current sequence
does not lead to a better solution, so we ignore it.

If S is not a base state, its successor state S[[7]] is generated for every applicable transition in
7€ 7 (S) if it satisfies the state constraints (line 13). If S[[7]] is dominated by another state S" in G
with a better or equal g-value, it cannot lead to a solution better than S’, so S[[7]] is ignored (line 15).
Otherwise, states dominated by S[[7]] with a better or equal g-value are removed from G (line 16).
For this dominance detection procedure, G is implemented as a hash table, where keys are the values
of the non-resource variables, and entries are arrays of pointers to states. When a successor state
is generated, an array of states with the same non-resource variable values is retrieved from the
hash table. The successor state is compared against each state in the array to detect dominance and
appended to the array if not dominated.

After dominance detection, the dual bound value (S[[7]]) is computed. If g(S) +w.(S)+n(S[[7]])
is worse than the best solution cost, the successor state S[[7]] is ignored (line 17). Otherwise,
o (S[[7]]) and g(S[[7]]) are initialized or updated, and S[[7]] is inserted into the open list and G
(line 19). Here, by (o (S); T), we represent a sequence of transitions, which is an extension of o (5)

with 7.
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4.5. Summary of the New Features
In summary, we add the following new features:

* The filtering operation to efficiently construct a subset of elements satisfying a given condition.

 Set resource variables for dominance pruning.

 The fractional knapsack expression to efficiently compute an informative dual bound.

* A generic labeling solver considering resource variables in search order.
The filtering operation potentially reduces the size of the state space by removing unnecessary
elements from set state variables. Together with the filtering operation, a set resource variable
enables the solving algorithm to detect more state dominance. The fractional knapsack expression
can provide an informative dual bound. These two features are useful for the generic labeling
solver (and other solvers) to prune unnecessary states, as shown in Algorithm 1. Furthermore, the
generic labeling solver tries to avoid expanding states dominated by other states generated later. By
combining the new modeling features and the new solver, we generalize labeling algorithms used in

problem-specific settings to DIDP.

5. Experimental Results
This section describes the computational experiments. These experiments compare the performance

of other solvers against branch-and-price where pricing is performed using DIDP.

5.1. Problems and Instances
The solvers are evaluated on the following NP-hard problems. The models are provided in the
appendix.

* Bin packing problem: The bin packing problem (BPP) considers a number of identical bins
with a common capacity and a set of items, each associated with a weight. The aim is to place
every item into a bin such that the capacity of the bin is not exceeded and the number of bins
used is minimized. The pricing problem takes the form of the 0-1 knapsack problem that decides
whether an item is included or excluded in a bin. Instances for the bin packing problem are retrieved
from BPPLIB (Delorme et al. 2018). BPPLIB is a collection of instance sets gathered from several
sources. The experiments are conducted on the Falkenauer (1996) set, the first of many instance sets
within BPPLIB. We use the compact formulation described in Delorme et al. (2016).

* Graph coloring problem: Given a graph, the graph coloring problem (GCP) attempts to
assign a color to every vertex such that no two adjacent vertices share the same color. The

objective is to minimize the number of colors used. The pricing problem is the maximum weighted
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independent set problem, where the weight of each node is the dual value. The solvers are tested
on the instances collected by Michael Trick (https://mat.tepper.cmu.edu/COLOR/
instances.html) and the Roars Lab (https://github.com/dynaroars/npbench/
tree/master/instances/coloring/graph_color) at George Mason University. We
use the compact formulation described in Malaguti and Toth (2010).

* Parallel machine scheduling problem: In parallel machine scheduling, a set of jobs is
scheduled on multiple machines in parallel. In particular, we consider minimizing the total weighted
completion time with identical machines, commonly denoted as P|| >, w;C; (Eastman et al. 1964).
In this problem, n jobs are scheduled on m identical machines, where each job j has processing
time p; and weight w;. With the total weighted completion time objective, once a set of jobs is
assigned to a machine, it is known that scheduling job j before job k results in a better or equal
objective value if w;/p; < wi/pi (Elmaghraby and Park 1974). Thus, the pricing problem is a
variant of the 0-1 knapsack problem that selects jobs to schedule on a machine. Branch-and-price is
compared against a compact formulation (presented in the appendix) on instances generated by us
following previous work (van den Akker et al. 1999). In particular, we use n =20, 30,40, 50 and
m = 3,4,5 with three different configurations for p; and w;: p; uniformly sampled from [1, 10] and
w; uniformly sampled from [10, 100], p; and w; uniformly sampled from [1, 100], and p; and w
uniformly sampled from [10,20]. For each of the 36 configurations, we generate five instances,
resulting in 180 instances in total.

* Multi-runway aircraft scheduling problem: The multi-runway aircraft scheduling problem
(MRASP), proposed by Ghoniem et al. (2015), is a variant of parallel machine scheduling. It aims
to schedule the landing and take-off operations of a set of aircraft while minimizing the weighted
sum of the landing times of the aircraft. These operations must be separated by a minimum duration,
some of which violate the triangle inequality. The pricing problem is an SPPRC with two additional
resources for tracking aircraft operations whose time violates the triangle inequality, and the arc cost
depends on the current time. The instances are published by Ghoniem et al. (2015). These instances
are randomly generated but some data are derived from regulations specified by the Federal Aviation
Administration of the United States of America. The compact formulation is also from Ghoniem
et al. (2015).

* Vehicle routing problem with time windows: The vehicle routing problem with time windows
(VRPTW) (e.g., Vigo and Toth 2014) considers an infinite number of identical vehicles initially

stationed at a depot and a set of customers. Every customer is associated with a location distinct
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from the depot, a load, and a time window within which the customer must be visited by a vehicle.
The problem seeks to determine a sequence of customer visits for each vehicle while respecting the
capacity of each vehicle. The objective is to minimize the total travel distance of all vehicles visiting
their assigned customers and returning to the depot. The pricing problem is the SPPRC used in our
running example. Both the elementary and non-elementary versions are tested. The elementary
version restricts every customer to be visited at most once along a path. The non-elementary version
is a relaxed problem, where visiting the same node multiple times is allowed, and can be used
without loss of optimality (Desrochers et al. 1992). Branch-and-price is compared against two-index
and three-index compact models (Vigo and Toth 2014). The experiments are conducted on the
well-known Solomon (1987) instances with 50 and 100 customers.

e Cumulative vehicle routing problem with time windows: The cumulative vehicle routing
problem with time windows (CumVRPTW) modifies the objective of the VRPTW such that the travel
cost is multiplied by the cumulative load of the vehicle (Fernandez Gil et al. 2020, Corona-Gutiérrez
et al. 2022). We also introduce a limit on the number of vehicles used. The pricing problem is the
same as the VRPTW but the objective function is modified with the cumulative cost. As far as
we know, column generation has not been applied to CumVRPTW. Branch-and-price is compared
against two-index and three-index models. The experiments are run on the Solomon instances for
the VRPTW.

» Pickup and delivery problem with time windows: The pickup and delivery problem with
time windows (PDPTW) makes two modifications to the VRPTW. Firstly, the objective function
is hierarchical: first minimize the number of vehicles in use and then minimize the total travel
distance. Secondly, every customer is associated with a pickup task and a delivery task, specifying a
precedence relation. The pickup task and delivery task individually have time windows. The pricing
problem is the same as the VRPTW but includes resources to track whether a pickup is on-board
and hence the corresponding delivery must be completed. Branch-and-price is compared against
two-index (Furtado et al. 2017) and three-index models (Ropke and Cordeau 2009). The 100-case

instances from the Li and Lim (2001) benchmarks are used.

5.2. Solvers

We add the new features for DIDP to didp-rs v0.9.0, a software implementation of DIDP.
Since didp-rs is written in Rust, we implement the new features in Rust (https://github.
com/domain-independent-dp/didp-rs/releases/tag/labeling). However, we

implement branch-and-price algorithms in Python (https://github.com/Kurorororo/
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didp-column—-generation), using PySCIPOpt, the Python interface for SCIP, and DIDPPy,
the Python interface for didp-rs. This choice of programming language conveys our goal of quick
prototyping and ease of modeling, rather than high performance.

Three search algorithms within DIDP are compared: the new labeling algorithm, CABS and
CAASDy. All share a common base for the master problem, the branching rules and the pricing
model. They differ only in the choice of solving algorithm in pricing. The branching rules are unique
for each problem class, and we describe them in the appendix.

The branch-and-price approaches are compared against solving a compact formulation using
SCIP 9.2.1 with PySCIPOpt, GCG 3.5.5 with its Python interface PyGCGOpt, and Gurobi 12.0.2
with its Python interface gurobipy. VRPSolverEasy (Errami et al. 2024), an open-source Python
interface for VRPSolver, is also run on the VRPTW. To our knowledge, VRPSolverEasy is not
compatible with CumVRPTW and PDPTW.

All solvers are single-threaded. All instances are run in parallel for 1 hour on an Intel Xeon Gold

6338 CPU with 64 cores.

5.3. Comparison of DIDP Algorithms for Pricing
Figure 1 compares the performance of branch-and-price backed by the three DIDP pricers. For the
BPP, branch-and-price using CAASDy pricing is superior to the other two approaches, challenging
the widespread adoption of the labeling algorithm for pricing. For the GCP, the three pricing methods
perform almost identically, with CAASDy marginally ahead. For P|| >, w;C;, CAASDy and CABS
are better at the beginning, but only the labeling algorithm is able to close all instances. We observe
this performance difference despite the fact that the pricing problem does not have any resource
variables. In such a case, the labeling algorithm is still different from CAASDy in that it orders
states by their g-values first and then A-values for breaking ties. This ordering possibly results in the
observed difference. For the MRASP, the labeling algorithm performs best and CABS almost entirely
fails. The traditional labeling algorithm performs significantly better than CABS and CAASDy on
the VRPTW and CumVRPTW. The elementary variant ramps up faster than the non-elementary
variant but they both close the same number of instances at time-out for the VRPTW. However, the
non-elementary version performs significantly better for the CumVRPTW. For the PDPTW, the
elementary version of CAASDy has a small lead on the others.

These findings demonstrate that the labeling algorithm, originally developed for vehicle routing,
is unchallenged in its intended application domain. Nonetheless, CAASDy is slightly better on three
of the seven problem classes, including the PDPTW, which is traditionally priced using labeling.
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Figure 1 Percentage of instances solved over time using branch-and-price with various DIDP pricers.
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These results indicate that search methods developed by the Al community are capable of solving the

pricing problem in column generation and could have a meaningful role given further development.

5.4. Comparison Against Other Solvers
Figure 2 compares the best branch-and-price method against the other solvers.

Bin Packing Problem The BPP has simple structure and is one of the standard benchmarks for
column generation. The pricing problem takes the form of a knapsack problem, which is known to
be easily solved by MIP. The performance of GCG and its generic MIP pricer clearly reflect this
observation. Branch-and-price using CAASDy is almost as effective as GCG at time-out but initially
ramps up slower. Gurobi performs substantially worse, demonstrating that exploiting problem
structure is essential to achieving high performance.

Graph Coloring Problem Branch-and-price with CAASDy dominates the other solvers. GCG
is slightly behind Gurobi, less so at the start and more later on. In the compact formulations, the

GCP has massive symmetry in the index of the color. The small lead by Gurobi suggests that it is
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Figure 2  Percentage of instances solved over time using other solvers compared to branch-and-price.
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hindered by the symmetry, whereas GCG takes advantage of a column generation model in which
this symmetry is entirely absent.

Parallel Machine Scheduling Problem In P|| Y, w;C;, branch-and-price solves all instances in
nearly 15 minutes, while other approaches solve less than 20% of instances in 60 minutes. This
result shows a large advantage of branch-and-price over the compact formulation. GCG completely
fails, demonstrating that unsuitable pricing schemes are catastrophic whereas appropriate pricing
algorithms make branch-and-price superior to even commercial solvers.

Multi-Runway Aircraft Scheduling Problem The MRASP, with an SPPRC, again demonstrates
that this type of problem structure is well-suited to branch-and-price. Branch-and-price using a
labeling algorithm performs best, with Gurobi in second place. GCG fails to solve any instance.

Vehicle Routing Problem with Time Windows The VRPTW is the quintessential example of
successful branch-and-price when paired with an appropriate pricer. GCG fails at this problem

because its MIP pricer is unsuitable. The naive implementation of branch-and-price solves several
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more instances than Gurobi, again indicating that properly exploiting the problem structure is
highly beneficial. VRPSolverEasy solves nearly all the instances, demonstrating how advantageous
a problem-specific solver can be.

Cumulative Vehicle Routing Problem with Time Windows Branch-and-price with the labeling
algorithm is superior at the CumVRPTW, beating Gurobi by a few instances. It is interesting that
GCG solves more instances using the two-index model than the three-index model. The two-index
model does not replicate each vehicle with a different index, i.e., there is no symmetry in the index
of the vehicle. However, the third index gives rise to the block diagonal structure of the matrix that
GCQG uses for its automatic Dantzig-Wolfe reformulation. This highly unusual result suggests that
GCQG chose a poor reformulation in the three-index model.

Pickup and Delivery Problem with Time Windows For the PDPTW, branch-and-price using
CAASDy on the elementary variant is significantly better than Gurobi. Both SCIP and GCG
perform poorly on this problem. GCG again exhibits unexpected behavior regarding its choice of

Dantzig-Wolfe reformulation.

5.5. Main Findings

Across our benchmarks, the best pricing strategy is problem-dependent: branch-and-price with
either CAASDy or labeling performs best. In line with conventional practice in column generation,
labeling is effective when the pricing problem is an SPPRC.

Notably, CAASDy is a search method originating in the Al community. These observations
motivate deeper cross-fertilization between mathematical programming and Al planning, and point
to several promising directions for future work.

The experiments also prove that DIDP is valuable for rapid prototyping of column generation
solvers. Despite the simplicity and naivety of the current branch-and-price solvers, they already
outperform a state-of-the-art commercial solver on static formulations in a few cases. This demon-
strates that a flexible modeling layer, paired with a reusable library of search algorithms, can provide
quick proof-of-concept evidence for (or against) a column generation approach before investing in a

bespoke high-performance implementation.

6. Conclusion
This paper introduces four new features in DIDP relevant to pricing in column generation, including
a dual bound function based on the fractional knapsack problem and a generic labeling algorithm

applicable to any model.
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Using these tools, we build straightforward branch-and-price solvers for seven problem classes by
modeling the pricing problem as a dynamic program and selecting a solver from the DIDP library.
Despite their simplicity, these solvers perform better than a state-of-the-art commercial solver on
compact MIP formulations.

While the generic algorithms in DIDP are not intended to compete against bespoke codes, such
as VRPSolverEasy, they are useful for obtaining early-stage indications that a bespoke column
generation approach could be worthwhile.

Finally, the success of CAASDy, originally developed in the Al planning community, highlights
the benefits of cross-fertilization with researchers outside mathematical programming. Closer

collaboration with researchers in Al planning is a promising direction for future work.
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1. Bin Packing Problem
Given a set B of identical bins with capacity Q > 0 and a set 7 of items, where each item i € 7 has
weight w; > 0, BPP assigns every item to one bin such that the total weight of all items assigned to
each bin does not exceed its capacity.

Problem (1) is the master problem, where # C 27 is the set of patterns, each representing a set of

items in the same bin, and 4, indicates a bin is activated to store the items in the pattern p.

minz Ap (la)
pEP

D aiply 21 VieI (Ib)

pEP

A, €7, Vpe®. (lo)

Ryan-Foster branching is executed on the items (Foster and Ryan 1976), which selects two items
and decides if they are paired (must appear in the same bin) or conflicting (must appear in different
bins). In each child node, patterns incompatible with the decision are removed from #.

The items are partitioned into groups such that all items within a group are paired. Unpaired items
are placed into a singleton group containing only itself. Let G = {0, ..., |G| — 1} denote the set of
item groups. For each item group g € G, define wg = 3’;c, w; as the total weight and 7y = >, 7; as
the total dual values of all items in g, where n; > 0 is the dual variable of Constraint (1b) in the
linear relaxation. Furthermore, for each group g € G, define its conflicting groups H, C G as the
groups containing at least one item in conflict with any item in g.

The pricing problem is a variant of the 0-1 knapsack problem to find a set of items compatible with

the branching decisions. Problem (2) shows the DP model of the pricing problem. Define V (g, g, R)

1
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as the value function of a state (g, g, R) given by an element variable g € G U {|G|} representing
the current item group in consideration, where the value |G| indicates a dummy terminal value, a
numeric variable g representing the remaining capacity, and a set variable R representing the set of
reachable item groups (i.e., groups not yet committed and are compatible with the groups already
committed). Objective (2a) defines the sought value, where the —1 constant arises from the cost of
all patterns in Objective (1a) according to the column generation framework.

Equation (2b) defines the base case, which terminates the computation when reaching a dummy
state with g = |G|. Equation (2c) minimizes the value function over two choices: include group
g or not. Inequality (2d) expresses that a state (g,q1,R;) at group g dominates another state
(g,92,R>), also at group g, if its remaining capacity ¢ is larger and its reachable set R is a superset.

Inequality (2e) defines a lower bound on as the fractional knapsack problem.

compute V (0,0,G) — 1 o0

V(Gl.q.R) =0 ob)

V(g,q,R) =min V(g+1g=we, R\ (HgU{g" :wg >q—we})) —mg ifgeR (2¢)
V(g+1,4,R\{g})

V(g,q1,R1) <V(g,q2,R2) if g2 < q1 AR SRy o)

V(g,q,R) > —fractional knapsack(R, g, (m;)icg, (Wi)icg) 20)

2. Graph Coloring Problem
The GCP finds the minimum number of colors required to assign a color to every vertex of a given
graph G = (V, &) such that the neighbors of every vertex are assigned a different color.

Problem (3) is the set partitioning problem, a master problem of our column generation model.
We use the set of patterns  C 2V, each of which represents the set of vertices assigned to the same

color. A variable 4, € Z, indicates if the pattern is activated.

min Z A (3a)
peP

D aipdy=1 VieV (3b)

peP

A,€Z, VpeP. (3c)

We use Ryan-Foster branching that selects two vertices and decides if they are assigned the same

color (paired) or different colors (conflicting). To correctly define a pricing problem compatible
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with these branching decisions, define the set G ={0, ..., |G| — 1} of vertex groups as a partition of
the vertices. All paired vertices are collected into one vertex group, and unpaired vertices are placed
in singletons. Let g = ;¢ 7; be the total dual value of all vertices in group g € G. Let H, C G be
the groups that contain at least one conflicting vertex with the vertices in g € G.

The pricing problem decides whether the vertices in each vertex group are included or excluded
in a pattern, similarly to that of bin packing, but without the capacity constraint. Let V (g, R) be the
value function of a state (g, R) defined by the current group g € G U {|G|}, where |G| is a dummy
terminating value, and the reachable groups R (groups not yet examined and not in conflict with
groups already committed). Problem (4) presents the DP formulation. Inequality (4e) defines a lower

bound, excluding the reduced cost of item groups if it is positive.

compute V (0,G) — 1 (4a)

V(Gl.R)=0 (4b)

V(g,R)=min{V(g+1,R\ H,) — 1, V(g +1,R\ {g}) if g € R} (4c)

V(g,R1) <V (g, Ra) if Ry SR, (4d)

V(g,R) > Z min(—7,0) (4e)
P

3. Parallel Machine Scheduling
In P|| X w;C;, a set of n jobs J ={1,...,n} is scheduled on a set of m identical machines
M ={1,...,m}, where each job j € J has processing time p; and weight w;. The objective is
to minimize the total weighted completion time. Elmaghraby and Park (1974) show that, given
a set of jobs assigned to the same machine, scheduling j before k results in a better or equal
objective value if w;/p; <wi/pi. Without loss of generality, we assume that jobs are ordered so
thatw;/p; <wjs1/pj+ for j=1,...,n—1. We also use the minimum start time r; and the maximum
completion time d; of job j derived from theoretical analysis by van den Akker et al. (1999).

In the compact formulation in Problem (5), x; ; represents that job j is scheduled on machine i if

x;; =1, and C; represents the completion time of job j. Constraint (5b) ensures that if j is scheduled
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on i, then C; is not smaller than the total processing time of j and its predecessors.

min > w;C; (5a)
JET
J J-1
CjZZkai,k_Zpk(l_xi,j) VieMVjeJ (5b)
k=1 k=1
x;j €1{0,1} Vie M,VjeJ (5¢)
CjE[rj,dj] V]Ej (5d)

Our column generation model is based on van den Akker et al. (1999). The master problem is
the set partitioning problem, similar to Problem (3), but now % is a set of schedules for a single
machine. In addition, the objective is ) cp csA5 Where c; is the cost of schedule s, and m machines
are used, so we have )’ .p A, = m. Our branching strategy is the same as van den Akker et al. (1999),
which changes the release date r; and the deadline d; for a selected job ;.

The pricing problem finds a schedule minimizing the reduced cost, computed from the dual value
n; for each job j defined by Constraint (3b). Since an optimal schedule executes jobs with no idling
time (Elmaghraby and Park 1974), the pricing problem is a variant of the 0-1 knapsack problem of
deciding whether job j is included in the schedule, with the time window constraints. In our DP
formulation in Problem (6), an element variable j represents the job currently considered, and a
numeric variable ¢ represents the current time. We can use H = 3 ;¢ 4 px/m+(m—1) maxye g pi/m
as an upper bound on the completion time of a schedule. Therefore, the sum of processing time
scheduled from state (j,#) must be less than or equal to H — ¢. In Inequality (6¢), we use a dual
bound function based on the 0-1 knapsack problem with the set of items {, ..., n} and the capacity

H —t, where each job k has the profit 7, — wy (r; + pi) and the weight py.

compute V(1,0) (6a)
0 if j=n+1

V()= {min{-n;+wjt+V(j+1,t+p;),V(j+1,0)} ifr;<tAt+p;<d, (6b)
V(j+1,1) otherwise

.....

4. Multi-Runway Aircraft Scheduling Problem
The MRASP schedules a set of heterogeneous aircraft on a set of identical runways while respecting

minimum separation times between aircraft and minimizing a weighted sum of scheduled times.
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LetR={1,..., R} bethesetof R identical runways, O = {takeoff, landing} be the set of operations,
and G be the set of aircraft classes and (A be the set of aircraft. Every aircraft a € A is associated
with a class g, € G, an operation o, € O, a release time u, > 0, a due time v, > u, and a cost ¢, > 0.

Every tuple (g1,01,82,02) € G X O X G X O is associated with a minimum separation time
dg,.0,,00,0, 2 0. An aircraft a; € A scheduled sometime after a; € A, a| # a,, on the same runway

must occur at least d

2a;40a;:8ay 0a, JAtET. Since the triangle inequality does not necessarily hold in d,

it is insufficient to check the minimum separation time of every aircraft and its immediate successor.
Instead, the minimum separation time of every later aircraft must be checked for every aircraft.
Problem (7) is the master problem to select a subset of plans from the set of plans . Every plan

p € P is associated with an integer variable A, and a cost ¢, > 0.

min Z cpdp (7a)
peEP

DA, <R (7b)

pEP

D Wapdp 21 VaeA (Tc)

pEP

A, €7, VpeP. (1d)

The branching rule removes the immediate successor of an aircraft, collected in a matrix S €
{0, 137 whose elements (i, j) signify whether j can immediate succeed i.

Problem (8) is the DP formulation of the pricing problem. Let Q = {(g,0) e G X0 : g1 € G,0; €
0,82€G,02€0,dyg, 0,,1,00+Agr,00.0,0 < dg,,01,8,0} denote the set of class and operation pairs that
do not respect the triangle inequality. Every state S = (M i, (eg,())(g,o) EQ) is defined by a set
variable M representing the set of reachable aircraft, an element variable i representing the current,
a numeric variable 7 representing the current time, and a numeric variable e, , for all (g,0) € Q
representing the earliest time that class g can perform operation o. In addition, we use a flag f
indicating if no more aircraft will be scheduled, i.e., the state is base case iff f =1.

Objective (8a) defines the computation required. It initially begins at a dummy task —1 and the
data are appropriately extended with zeros to accommodate this dummy task. Equation (8b) is the
recursive equation. The first case defines a base case. In the second case, the outer minimization
occurs over two expressions. The first one transitions to a base state. The second expression, the inner
minimization, transforms S = (M, it (egﬂ)(g,o)ea) into 8’(j) = (M’(j), 7.2 (j), (e;’,,{,)j))), where
M () = MAGIN AR 0() +dg 0,000 > VD 1) =max {1+ dgo,.6,.0, 17} i (5,0,) € Q and
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t'(j)=max {t+d 10,8055 Uj> egj,(,j} otherwise, and e}, ,(j) = max{eg o, (j) +dg;.0,.5.0}- The cost
is computed from the dual value 7; for aircraft ;j defined by Constraint (7¢). Inequality (8c) states
that one state dominates another if its reachable set is larger and all its time variables are earlier.

Inequality (8d) defines a lower bound as the sum of reduced costs of all reachable scheduling tasks.

compute V((A,-1,0,(0,...,0)),0) (8a)
0 if f=1

V(S,f)= (8b)
min {V(S, 1), minjepr (jy<v, =7+ (e +V (S'(j), f) if f=0

. 1 : 2
Y ((Ml’ hi (eg"’)@,o)ea) ’f) =Y ((Mz’ hi (eg"’)@,o)ea) / ) (8¢)
My CMiAL <A eé’o < eéo‘v’(g,o) €qQ
V (Mot (ego) gorea) - £) 2 D wics = (8d)
JEM

5. Vehicle Routing Problem with Time Windows

In the VRPTW, an unlimited number of identical vehicles is initially stationed at a depot, tasked with
delivering items to a set of customers and then returning to the depot. Every customer is associated
with a load and the total load allocated to a vehicle must respect the vehicle’s capacity.

Let n be the number of customers and N = {0, . . ., n+ 1} be the set of nodes, where nodes 0 and n+ 1
represent the start and end depot locations respectively. Every node i € N has aload /; > 0, release time
a; >0, due time b; > 0 and service duration s; > 0. Let A={(i,j) e NXN:i#j,i<n+1,j>0}
be the set of arcs. Every arc (i, j) € A has a travel distance d; ; > 0.

The master problem is a set partitioning problem similar to Problem (3), but Constraint (3b) is
defined for each customeri =1, ...,n. We perform edge branching on the most fractional arc, which
disables the arc in one node and enforces it in another. The pricing problem is the SPPRC used as
the running example in the main text. In this problem, the travel cost ¢; ; of arc (i, j) is defined as
—nj+d; ;, where r; is the dual value for node j defined by Constraint (3b). Problem (9) shows a
DP model for the pricing problem. Following the main text, we use #’(j) = max {t +s;+d; j,a j}
and R'(j) = {k eR\{j}:1'(j)+s; +d}‘.,k <bhbiAg+lj+I < Q} where di’ij is the precomputed
shortest travel time from 7 to j. In our implementation, d;‘j is computed once at the beginning
using the Floyd-Warshall algorithm and not updated after deleting edges by branching. We define
R’(n+1) =R since we do not care which customers are reachable once the vehicle has arrived at

the end depot.
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Inequality (9d) defines a dual bound function as explained in the main text. In addition, we
consider the 0-1 knapsack problem, where the remaining time b, —t — d;ﬁr | 1s the capacity, and
the minimum time to visit node j, wijn = d}“ +5;, is the weight. We use similar bounds using

d° = min; e dj . v = min {n - d;?ut}, and U = 5, +d°", though omitted in Inequality (9d).

compute V({1,...,n},0,0,0) (9a)
0 ifi=n+l
. L. VRI -,-, l-’t, . th .
JeRUI ) Anssids <y (R'(j)sJjsa+1j1'(j))  otherwise
V(R1,i,q1,t1) SV(R2,1,q2,0) if Ry CRIANGI S gar ANt <1y (9¢)
Oifi=n+1
V(R,i,q,t) > max —fractional_knapsack (R, Q — ¢, (vijn)j:l E (lj)jzl,...,n) od)
—fractional_knapsack (R, by —t —d™ |, (vi.n) ,(Win) )
I =t VU =1

We also consider a non-elementary version of the pricing problem, where the same node can be
visited multiple times, following previous work (Desrochers et al. 1992). We eliminate 2-cycles,
which visit an immediate predecessor, e.g., a subpath (i, j, 7). Problem (10) shows a DP model for
the relaxed pricing problem. Now, instead of the set of reachable customers R, we maintain an
element variable p representing the immediate predecessor. In the target state, we use p =0.

For the dual bound function, we compute the set of reachable customers as R={jeN\{p,i}:
t+si+d;; <bjAg+1; <0} and an upper bound m; on the number of visits to each customer.
Visiting a customer j requires time at least min, (n+1} (sc+d.j), and leaving from j requires at
least s; + d;?‘“. The customer j must be visited by the deadline b ;. Therefore, given the current time

. . e N ‘ L out
t, we use the maximum integer m; satisfying ¢ +m (mmkem{nﬂ}:(k’j)eﬂ(sk +dij)+sj+ dj ) <

s N
bj+sj+d}"—t

bi+s;+ d;gut. In other words, m; = { . Then, we multiply vijn, l;, wijn,

1 N . j out
My RU{n+1}:(k,j) e A (sk+dp,j)+s; +d_;

voul and w;?“t when computing the fractional knapsack bound. Again, we omit the bound based on

J
do™.
J

compute V(0,0,0,0) (10a)
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0 ifi=n+1
Vip.i.g.1)= . Vi ol o
min cii+V(U,j,g+1;,t'(j otherwise
J’EN\{O,p}I(i,]’)6.7{\{(0,n+1)}/\q+ljSQ/\Z+Si+di,ijj hJ ( ] q J (J))
(10b)
V(p,i,q,t) <V(p,i,q',t')ifg<qg Ant<? (10¢)

Oifi=n+1

V(p.i,q,t) > max { —fractional knapsack R,0 - q, (mjvij“)j:1

H D in in in
—fractional_knapsack R,bn+1—t—dn+1,(mjvj )j:l n,(mjwj )j:l n)

..........

CumVRPTW modifies VRPTW, so that the objective minimizes the travel distance of each
arc multiplied by the load at the origin of the arc. We limit the number to be at most K (K =25
is specified by the Solomon instances). The master problem of the CumVRPTW is the same as
Problem (3), with one additional constraint ; ,cp 4, < K. The pricing problem is also similar, but
its objective function is specific to CumVRPTW. We use gd; ; for the travel cost from node i to j

and vij“ = min{—qd}n +7;,0} and v‘}‘“ = min{—qd;?‘lt + 7,0} in the dual bound function.

6. Pickup and Delivery Problem with Time Windows

In the PDPTW, a vehicle picks up a commodity at one customer and delivers it to another
customer, while respecting time windows (Dumas et al. 1991). Let m be the number of tasks,
N ={1,...,n} be the set of tasks, and £ ={0,...,2n+ 1} be the number of locations. Each task
i € N is associated with a pickup location i € £ and a delivery location n +i € £. Nodes 0 and
n+ 1 represent the start and end depot locations, respectively. Every task i € N has a load [; > 0,
and every location i € £ has release time a; > 0, due time b; > 0 and service duration s; > 0. Let
A=A{(,j)e LxL:i+j,i<n+1,j>0} be the set of arcs. Every arc (i, j) € A has a travel
distance d; ; > 0. Our objective function is the sum of the number of used vehicles multiplied by a
constant penalty u and the total travel distance, where 1 = 10000. For all evaluated methods, we
tighten time windows and reduce edges by preprocessing, following Dumas et al. (1991).

Our column generation model is based on Ropke and Cordeau (2009). The master problem is the
same as Problem (3) while Constraint (3b) is defined for each pickup locationi=1,...,n. We use
edge branching on the most fractional arc (i, j) € A. Preprocessing for tightening time windows,
reducing edges, and computing the shortest travel time from i to j, dl.’ij using the Floyd-Warshall

algorithm is done once at the beginning and not updated after deleting edges by branching.
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The pricing problem is a variant of SPPRC considering pickup and delivery and is formulated
as DP in Problem (11). The set of available tasks is represented by R, and the set of open tasks,
whose pickup locations are visited and delivery locations have not been visited, is represented by
O. The current location is represented by i, the current load by ¢, and the current time by . We
use t'(j) = max{t+s;+d; ;,a;}. We also represent the set of available tasks after visiting j by
R(j)={k e R\{j}:t'(j)+s;+ d;f’k < by }. The first line corresponds to returning to the depot
and is available only if no task is open (g = 0). The second and third lines correspond to pickup
and delivery, respectively. In addition, Equation (11d) defines redundant information implied by
Equation (11c¢): a state does not lead to a solution if there exists a task j that cannot be completed by
the deadline, implemented by state constraints in DIDP.

For the dual bound function, we use the fractional knapsack bound considering the deadline for
the end depot. Using d}“ = MiNge r:(k,jyeq di,j» to complete the set of open tasks O and return to

the end depot, we need at least d™(0) = X ;o (d,iﬁrj + Spt j) +d" . Completing task j increases

2n+1"

the cost by at least vij“ = d}n —mj+dn

oy and the time by at least wijn = d}n +5j+ di;ﬂrj +Sp4j. We

consider the 0-1 knapsack problem with the capacity by, —t — d™(Q), where each item j € R has
profit vij“ and weight wi]?. We also use a similar bound using d;?“t =MiNer:(j k)en dj i, omitted in

Problem (11).

compute V(N,0,0,0,0) (11a)
V(R,0,2n+1,q,1)=0 (11b)

C(,2n+1)e ANg=0
dions1+V(R,0,2n+1,q,t'(2n+1)) if
AV (2n+1) < bopyt

V(R,0,i,q,t) =min . ry o p
> min dii—mi+V(R(j),0U JT,g+1i,t
JeR DA oy, T T (R'(J) {rJ.a+1.1()))

oy B diy VR (14 ]).0\ ()n g =L (n4)
(11c)
V(R,O,i,q,t):OOifEIjeO,t+s,~+dl.*,n+j>bn+j (11d)
V(R1,0,i,q1,t1) <V(R2,0,i,q2,10) if RoCRIAGI < g2 ANt1 < 1y (11e)
V(R,0,2n1,4,1) =0 (11f)

V(R,0,i,q,t) > —fractional_knapsack R,b2n+1—t—di“(0),(vijn). 1 (wjn) 1 )
Jj=1,..., n Jj=1,...n

(I1g)
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In the non-elementary version in Problem (12), we allow completing the same task multiple times,
and thus R is removed. We still maintain the set of open tasks O to ensure that a delivery location is
visited after a pickup location.

For the dual bound, we compute the set of available tasks as R = {j e N\ O : t+5; + d; ;S bj}. We
also compute an upper bound m ; on the number of times task j is completed. Assuming (n+j, j) ¢ A,

completing task j requires atleast time minge r.(x, j)eA (sk +dy, j) +5;+ d]*n 4 FSnej ¥ d;ﬂtj Therefore,

. . out
bsj+snsj+d,,;

"= Wini e (sirdie ) Fo ot
compute V(0,0,0,0) (12a)
V(O,2n+1,q,t)=0 (12b)

C(i,2n+1)e ANg=0A
dion+1 +V(0,2n+1,q,t'(2n+1)) if

V(0,i,q,t) =min> jeN\o;(i,j)eﬂrgglst/\t’(j)sbj dij—mi+V(0,j,q+1;,1())) (12c)
],eoz(i’j)eyraitl}(nﬂ)sbnﬁ dipej +V(O\{jt.n+j,q—1;,1'(n+])))

V(O,i,q.t) =00 if 3j € 0,1+ 5i+d ;> bys (12d)

V(0,i,q1,t1) <V(0,i,q2,t2) if g1 <ga ANt <1 (12e)

V(0,2n4+1,4,1) >0 (12f)

V(0,i,q,t) > —fractional_knapsack [ R, o1 —t—din(O),(mjvi;l). 1 ,(mjwi;‘)‘ 1 )
j= n Jj=1,...n

yeees

(12¢g)
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